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Olive-oil mill wastewater transport under unsaturated and saturated
laboratory conditions using the geoelectrical resistivity tomography
method and the FEFLOW model

P. Seferou & P. Soupios & N. N. Kourgialas & Z. Dokou &

G. P. Karatzas & E. Candasayar & N. Papadopoulos &

V. Dimitriou & A. Sarris & M. Sauter

Abstract An integrated approach for monitoring the
vertical transport of a solute into the subsurface by using
a geophysical method and a simulation model is proposed
and evaluated. A medium-scale (1m3) laboratory tank
experiment was constructed to represent a real subsurface
system, where an olive-oil mill wastewater (OOMW) spill
might occur. High-resolution cross-hole electrical resistiv-
ity tomography (ERT) was performed to monitor the
OOMW transport. Time-lapse ERT images defined the
spatial geometry of the interface between the contaminat-
ed and uncontaminated soil into the unsaturated and
saturated zones. Knowing the subsurface characteristics,
the finite element flow and transport model FEFLOW was
used for simulating the contaminant movement, utilizing

the ERT results as a surrogate for concentration measure-
ments for the calibration process. A statistical analysis of
the ERT measurements and the corresponding transport
model results for various time steps showed a good
agreement between them. In addition, a sensitivity
analysis of the most important parameters of the simula-
tion model (unsaturated flow, saturated flow and transport)
was performed. This laboratory-scale study emphasizes
that the combined use of geophysical and transport-
modeling approaches can be useful for small-scale field
applications where contaminant concentration measure-
ments are scarce, provided that its transferability from
laboratory to field conditions is investigated thoroughly.

Keywords Hydrogeophysics . Laboratory experiment .
Transport modeling . Phenol

Introduction

A wide range of modern human activities (e.g. industrial
processes, landfill, fertilizer and pesticide application, etc,)
cause the release of different types of contaminants at the
ground surface. These pollute the subsurface in many
areas worldwide through spills, leaks, and, uncontrolled
releases and disposals (Pankow et al. 1996; Rivett and
Clark 2007; Tait et al. 2004).

The transport of contaminants with infiltrating water
can cause serious problems with respect to groundwater
quality. Remediation techniques alone are often not
enough to completely recover the contaminated area.
Thus, the use of real time monitoring or simulation
methods to predict the solute transport mechanisms
through the unsaturated zone has been a priority for
geoscientists during the last few decades (Cassiani and
Binley 2005; Bloem et al. 2010; Gasperikova et al. 2012;
Müller et al. 2010). Laboratory experiments have been
conducted to focus on contaminant transport processes in
homogeneous or heterogeneous materials under confined
or unconfined conditions. Through this experimentation,
geophysical methods allow the estimation of subsurface
properties (such as density, resistivity, velocity, magnetic
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susceptibility, etc.) and can be a useful tool for
hydrogeological investigations because they provide an
additional data source for calibration of transport models,
specifically in cases where scarce or no point data are
available (Rubin and Hubbard 2005; Perri et al. 2012;
Swanson et al. 2012; Ward et al. 2010). Although there
have been many studies on the characterization of aquifer
parameters using geophysical methods, very few have
focused on the integration of geophysical imaging data
with actual flow and transport models (Binley et al.
2002b; Coscia et al. 2012; Irving and Singha 2010;
Jardani et al. 2012; Koukadaki et al. 2007). Binley et al.
(2002a) used cross-borehole radar and cross-borehole two-
dimensional (2D) and three-dimensional (3D) electrical
resistivity tomography in order to monitor the migration of
injected tracers in the unsaturated zone of a field site on
the Sherwood Sandstone, in the UK. They used the
pressure head, as derived from the one-dimensional (1D)
moisture content distribution estimated from a borehole
resistivity profile, to calibrate the 3D finite element model
FEMWATER (Lin et al. 1997) for saturated media.
Koukadaki et al. (2007) employed electrical resistivity
tomography to obtain estimates of hydraulic conductivity
while accounting for the karstic nature of the geological
formations in a study area located east of the city of
Heraklio in Crete, Greece. These estimates were employed
as input in a groundwater flow numerical model
(Princeton Transport Code, PTC) to estimate the hydraulic
heads of the area of interest.

The electrical resistivity method is the most frequently
used geophysical technique in hydrology as the subsurface
resistivity strongly depends on the effective porosity, the
degree of saturation and the pore-water conductivity. The
method involves driving a known electric current between
two electrodes and measuring the resulting potential
differences between other pairs of electrodes. A transfer
resistance to electric current flow is calculated which is
defined as the ratio of the measured voltage to applied
current. The changes in resistance observed from electrode
grids at the surface or into boreholes (crosshole survey)
are interpreted in terms of the direction and velocity of
tracer migration in the saturated zone (Osiensky and
Donaldson 1995).

Electrical resistivity tomography (ERT) is a geophysical
imaging technique that is used to estimate and present 2D
and 3D models of the resistivity distribution of the earth
interior. Data acquisition, processing and interpretation
methodologies are widely described in the literature (e.g.
Bentley and Gharibi 2004; Cassiani et al. 2006; Coscia et
al. 2012; Doetsch et al. 2012; Johnson et al. 2012; Majken
et al. 2008; Slater et al. 2002). The collected resistivity data
are inverted to produce images of the subsurface; this is
typically achieved by using regularized nonlinear least-
squares algorithms (e.g. Candansayar 2008; Loke and
Barker 1996) in which the forward problem is solved
using either finite element or finite difference methods.
ERT electrodes can be deployed either as surface or
borehole arrays, or as a combination of the two.
Moreover, the time-lapse mode (four-dimensional, 4D)

ERT provides spatial or volumetric subsurface information
on resistivity changes in time, which are usually related to
changes in saturation (both water and/or contaminant),
temperature, and the composition of the pore fluid
assuming a fixed geology (Karaoulis et al. 2011; Kim et
al. 2009).

Cross-borehole electrical imaging involves the use of
electrodes placed within two or more boreholes and the
collection of numerous resistance measurements which are
used to reconstruct the subsurface resistivity of the
medium between the boreholes. Detailed information
about the main concept of crosshole geoelectrical tomog-
raphy is provided by Daily et al. (1992), Kemna et al.
(2002) and Slater et al. (1997). In these studies, the
reconstruction of temporally changing resistivity images
caused by tracer migration was shown to provide useful
hydrological information. The concept of field or labora-
tory-scale crosshole-electrical imaging as a method of
investigating transport mechanisms in heterogeneous
media is quite simple since the final model is constructed
as the difference between an image during tracer injection
and an image prior to tracer injection. Repeated imaging
over time allows the identification of temporal changes in
transport processes.

In recent years, many researchers have focused on
performing laboratory-scale contaminant-transport experi-
ments in soil columns under unsaturated or saturated
conditions and comparing these results with computer
simulation models. Various contaminants have been inves-
tigated by these studies such as nitrate (Al-Darby and Abdel-
Nasser 2006), pesticides (Mirbagheri 2004; Mirbagheri and
Monfared 2009), organic contaminants (Culver et al. 1997),
volatile organic compounds (Rong 1999), etc.

Regarding olive-oil mill wastewater (OOMW), many
researchers have investigated its treatment methods
(Mantzavinos and Kalogerakis 2005; Tsagaraki et al.
2007) and its impact on soils (Moraetis et al. 2011;
Zenjari and Neimeddine 2001; Piotrowska et al. 2006).
However, to the authors’ knowledge, no study has been
conducted focusing on modeling the transport of OOMW
through the subsurface, either in the field or on a
laboratory scale.

This work focuses on investigating the vertical trans-
port of OOMW in an unsaturated-saturated soil laboratory
column using geophysical imaging data as a surrogate for
contaminant concentration measurements in order to track
the plume’s movement. In order to increase the resolution
of the resulted resistivity images, crosshole imaging was
selected for this study to ensure that ERT image resolution
was maintained with depth. The superior depth resolution
that can be achieved using crosshole imaging relative to
surface imaging is particularly important when character-
izing and monitoring complex ground conditions and
processes, where information is required at the scale of the
heterogeneities. For simulating the solute transport, the
finite element flow and transport model FEFLOW
(Diersch 2009) was employed simulating the vertical
transport of the studied contaminant under unsaturated
and saturated conditions.
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Experimental work-methods used

Preparation of the controlled experiment
An experimental tank with dimensions 1 m × 1 m × 1 m
was constructed in order to perform the small-medium
controlled laboratory experiment. A high performance
material made of plexiglass with appropriate properties
such as high transparency and durability, was used to
construct the sides of the tank. This material facilitated the
monitoring of the contaminant movement and the corre-
sponding water-level changes. Initial stress analysis (static
loads) using finite element software (ANSYS 2011) was
implemented to guarantee the safe construction of the
tank. Nine fluid valves were installed on the bottom of the
tank as discharge points (Fig. 1a).

Four boreholes were constructed within the tank using
plastic pipes (diameter about 3.5 cm) and twelve steel
electrodes were installed at various depths in each borehole.
The electrode spacing was appropriate for the given
separation of the boreholes and the level of background
noise (Bing and Greenhalgh 2000). Thus, an electrode
spacing of 5 cm was used to obtain high-resolution data and
improve the signal/noise (S/N) ratio. Moreover, the noise

reduction (low voltage) was accomplished by using high
conductivity copper wires. The distance between the
boreholes was 30 cm and the boreholes were located
35 cm away from the sides of the tank to minimize the
boundary effects as much as possible.

Olive-oil mill wastewater (OOMW) as a contaminant
Olive oil production generates a large amount of solid and
liquid wastes. This is a serious problem, causing contam-
ination of groundwater in most of the Mediterranean
countries (especially Turkey, Greece, Italy, Spain, and
Portugal). The OOMW are water soluble and contain high
concentrations of phenolic compounds, up to 80 g/L
(APHA 1999). Usually, the OOMW are transferred to
specially designed open tanks or spread directly on the
soil, or even disposed of in adjacent torrents, rivers and
lakes, posing a high risk to the environment. At the end of
the olive harvesting season, the solid material from these
tanks is collected and is either processed or properly
deposited. The impermeability of these tanks/landfills is of
crucial importance for preventing leaking of the wastes to
the soil and possibly to the water resources. Escape of the

Fig. 1 a Sketch of the tank before construction and the valves designed at the bottom of the tank for different uses. b Piezometers used for
controlling the water table. c Preparation of the container with OOMWbefore the initialization of the experiment. d Two different flow rates were
used in order to simulate the annual deposition of the contaminant. The different flow rate values were used for the FEFLOW simulation
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wastes to the environment can also occur by overflow of
the liquid due to excessive deposition and/or rainfall
(Lydakis-Simantiris et al. 2005). The release of phenol and
its derivatives into the environment is of great concern.
Phenolic compounds belong to a class of polluting
chemicals, easily absorbed by animals and humans, and
their toxicity is directed towards a great variety of organs
and tissues (Smith et al. 2002).

The preceding reasons justify the use of OOMW as a
contaminant for this experiment. The appropriate quantity
of contaminant (OOMW) sample was taken from the
Keritis River basin, an area near Chania on the island of
Crete, Greece. It is known that environmental problems in
this area are enormous (Lydakis-Simantiris et al. 2005).
The physico–chemical parameters of the OOMW were
chemically analyzed (Table 1); the phenol concentration is
essential for the calibration of the FEFLOW simulation
code. The OOMW is expected to be detectable by using
the ERT method since the electrical conductivity (EC) of
the contaminant wastewater and the EC of the drinkable
water used for saturation of the soil material are 7.6 mS/
cm (equal to 1.31 Ohm-m; Table 1) and 300 μS/cm (33
Ohm-m), respectively (Seferou 2011).

Soil material
Since the time needed to get a unique 3D resistivity dataset is
about 1 h and 30 min, it was decided to use fine-grained
material, which would delay the percolation of the OOMW
through the subsurface, thus making it possible to get time
lapsed 3D ERT measurements. The hydraulic characteristics
of the soil material used will be applied as initial data to the
flow and transport model (FEFLOW). For that reason,
hydraulic conductivity, void ratio and porosity were calcu-
lated as k=1.09 × 10–6 m/s, e=0.312 and ε=23.77 %
respectively. The hydraulic conductivity and the porosity
were determined by the falling-head laboratory method and
the water evaporation method, respectively.

Acquisition configuration for 3D crosshole resistivity
tomography: time-lapse geophysical modeling
Forty eight (48) electrodes were used for the 3D/4D
resistivity data collection. Specifically, 4 boreholes 30 cm
apart in both X and Y directions were installed. Each
borehole contained 12 steel pin-type electrodes installed at 5-
cm intervals. The last (the deepest) electrodes were installed
at the depth of 0.582 cm (0.418 m from the bottom) as is

shown in Fig. 2. The numbering of the 48 electrodes
followed the counter-clockwise direction (Fig. 2a) starting
the counting from borehole B1. Before the actual initializa-
tion of the experiment, a set of 1,812 apparent resistivity
measurements (3D data set) were collected for
reconstructing an accurate reference resistivity model which
would be ultimately used for time-lapsed inversion and
FEFLOW simulation. It should be noted that this number of
readings (1,812) takes more than 90 min using a multi-
electrode data acquisition system. In addition, it has been
observed that if the distance between the boreholes is half of
the total depth of the boreholes, the central part of the model
can be “safely” reconstructed (Leontarakis and
Apostolopoulos 2012). In this experiment, the distance
between the boreholes is 30 cm and the depth of each hole
is 60 cm ensuring that the centre of the resistivity model is
recovered satisfactorily.

The software package EarthImager3D (EarthImager3D
2008; version 1.5.3) of Advanced Geosciences Inc. (AGI)
was used for the inversion and time-lapse inversion of the
apparent resistivity data sets collected in this experiment.
The main idea is that the acquisition geometry is installed
at fixed (permanent) locations (into boreholes in this case
study) during the monitoring period to facilitate image
comparison (EarthImager3D 2008). A successful time-
lapse experiment requires the knowledge of a reference
resistivity, which is reconstructed through the collection of
a base data set. After that, the monitor survey is repeated
with the same acquisition parameters.

According to Bing and Greenhalgh (2000), the cross-
hole bipole-bipole (AM-BN measurement, where A and B
are the current electrodes and M and N are the potential
electrodes) configuration has the following advantages: (1)
no remote-electrode effects, (2) it completely satisfies
reciprocity, (3) adjustable sensitivity with different elec-
trode spacing and (4) easy acquisition of field data in
built-up areas. The configuration was also used in this
study. Based on the aforementioned advantages, the cross-
hole bipole-bipole AM-BN configuration was finally
adopted based on synthetic data simulation examples.

Bipole-bipole (AM-BN) crosshole ERT measurements,
with a=5, 10, 15 cm (a: electrode spacing) were collected
along all possible combinations between the boreholes (B1–
A1, B1–B2, B1–A2, A1–A2, A1–B2, A2–B2; Fig. 2a). The
individual crosshole data sets were combined to a unique
data file consisted of 1,812 readings. The single channel
resistivity meter (Syscal R1 Plus) needed 1 h and 30 min to
complete the measuring procedure.

Preparation of the laboratory experiment
At the beginning of the experiment, the tank was filled
with the grained material (section Soil material) and water
from the central valve at the bottom of the tank was
injected in order to simulate an aquifer in a dry period
(spring–summer). During the raising of the water level
(from the bottom to the model surface) through the central
valve, local soil subsidence among the boreholes was
observed and some compacted cores (lenses) were

Table 1 Physico–chemical analysis of OOMW sample

Parameter Value

pH 4.77
DO (dissolved oxygen), mg/L 0.22
EC (electrical conductivity), mS/cm 7.6
Phenols, mg/L 80
COD (chemical oxygen demand), g/L 22.3
Viscosity, mPa.s at 40 °C 93
Density, kg/m3 at 20 °C 1,004.3
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physically expected to be created and were indeed found
(if possible due to the resolution of the geophysical
measurements) through the ERT measurements. The
‘Brazil nut effect’ (Grossman 1997; Knight et al. 1993,
1996) could provide the necessary explanations regarding
this physical phenomenon. Specifically, when water is
injected suddenly (during the raising of the water table the
particles were shaken or vibrated) into an inhomogeneous
(consisted of various-sized grains) and incompressible
(including the effects of air in spaces between particles)
sedimentary column, the granular convection phenomenon
can take place. The granular materials were subjected to
shaking or vibration and exhibited a circulation pattern
similar to fluid convection where the largest particles
remained on top and the finer particles fell into the spaces
underneath the larger particles after each shake. The
aforementioned mechanism can create the compacted
and/or impermeable lenses composed of the finer particles.

When the tank was fully saturated, all the valves (at the
bottom of the tank) were opened and the tank was drained to
a predefined level, creating unsaturated conditions at the top
layers and saturated conditions at the bottom half of the tank.
In order to avoid measuring instabilities (since the experi-
ment should be fully controlled and the water table should be
predefined), the experiment (geoelectrical measurements)
started a week (7 days) after the first dewatering of the tank.
This time period allowed the water table to stabilize at the
predefined level after the continuous infiltration of the water
from the unsaturated zone.

The contaminant container, able to store 60 L of
wastewater liquid, was also placed on the top of the
experimental tank as is shown in Fig. 1b,c). The purpose
was to release the contaminant at the center of the tank and
between the boreholes (Fig. 1d).

After the water level was stabilized within the tank, a
reference ERT data set was collected. The first data set
was sampled twice using two resistivity instruments to
ensure the repeatability and accuracy of the measure-
ments. All the data files were collected by using the IRIS
Syscal R1 Plus Switch 48 and the crosschecking was
accomplished with the IRIS Syscal Pro.

The injection of the OOMW was performed with two
different flow rates representative for the annual deposi-
tion of the contaminant. The first data set was collected as
a reference data file. After 15 min, the acquisition of the
2nd data file was started, and the OOMW was released
with a controlled flow rate of about 250–270 ml/h. Two-
dimensional crosshole ERT measurements (by using 24
electrodes) were continuously captured every 15 min. In
total, 77 crosshole resistivity data sets were acquired.
After about a day (25 h and 13 min), the flow rate was
changed to 697 ml/h and eight supplementary resistivity
(3D) data files were collected approximately every 12 h,
using four borehole electrodes (in total 48 electrodes).
Four piezometers (Fig. 1b) that were installed in the tank
were used to control and keep the water-level stable (to
the predefined level) since the water-level changed
(raised) due to the contaminant release.

130 h after the initialization of the experiment, the last
3D data set was collected and the acquisition procedure
was terminated. The data-quality control was checked by
applying noise reduction, filtering and bad datum removal
before the 2D, 3D and time lapse (4D) inversion.

3D inversion
The minimum voltage should be set close to the hardware
resolution or the environmental noise level. Any signal

Fig. 2 a Plan view of the experimental configuration. The distances of boreholes from the sides of the tank are presented. The cross-borehole
measurement was made between each borehole pairs (red lines) and all these data sets combined and used in the 3D inversion. b The cross section
of the experimental geometry. The electrodes were installed every 5 cm (12 electrodes per borehole). For the 3D inversion, the 48 electrodes were
assigned the numbering as presented in this figure—e.g. B1 (1–12), A1 (13–24), B2 (25–36) and A2 (37–48)
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less than 1 mV is usually too small to measure accurately.
Thus, the data that measured voltage less than 1 mV were
removed before the inversion. The effect of the tank’s
boundary was incorporated into the inversion. The model
mesh consists of 2,662 cubes (in X, Y, Z directions 11, 11
and 22 cubes, respectively were used).

For the inversion, the smoothness-constrained least-
squares approach is used (Candansayar 2008; Sasaki
1992). In this approach the following rectangular system is
solved in each iteration (Candansayar 2008; Sasaki 1994);

WdAffiffiffiffi
α

p
C

� �
Δm ¼ WdΔd

0

� �
ð1Þ

where A is the sensitivity (Jacobian) matrix, Δd is the
vector of differences between the measured and the
calculated data, Δm is the parameter correction vector,
C is the Laplacian operator, Wd is the data weighting
matrix and α is a regularization parameter. There are
various suggestions for selecting α. In this work, a cooling
approximation (Candansayar 2008; LaBrecque et al.
1997) is used. An initial value of 10 is selected (as
suggested by EarthImager3D developer) and it is de-
creased at each iteration. A homogenous half-space is
used as an initial model and the average of measured
apparent resistivities for all electrode separations is used
as the resistivity initial model.

The maximum number of iterations and the misfit
between themeasured and calculated data for a reconstructed
model (root mean squares, RMS) were used as convergence
criteria for acquiring the final resistivity model. The average
number of iterations and RMS to achieve the final inverted
models were about 8 and 2.3 %, respectively.

4D time-lapse inversion
The optional “4D time-lapse inversion” module
(EarthImager3D 2008) is used for monitoring the contam-
inant diffusion to the subsurface. At first, a reference
resistivity data set was collected in order to establish a
base resistivity model of the site. Afterwards the monitor
survey was repeated during the period of monitoring with
the same command file as the one used in the base survey.
In total, 84 data sets were collected in a time period of
130 h. The time-lapse inversion algorithm takes advantage
of the base survey data and base resistivity model. Instead
of inverting the monitor data set alone, the EarthImager3D
algorithm inverts the difference (difference inversion)
between the monitor and base data sets. Difference
inversion combines the inversion of the reference (base)
dataset and time-lapse inversion of a single monitor
dataset in one step. Moreover, the base resistivity model
is used as the a priori model in the time-lapse inversion.
Therefore, the time-lapse inversion converges faster than
standard inversion and is more sensitive to small subsur-
face changes. The inherent inversion artifacts may be
cancelled in the difference images (EarthImager3D 2008).

At the end of difference inversion, percent differences of
resistivity images were created. It is usually preferred to
set the absolute value of minimum and maximum plot
bounds to be equal, so zero (no change) will be in the
center of the color scale and in a green color by default.

FEFLOW simulation
For the purpose of modeling the OOMW transport
through the laboratory column, the finite element subsur-
face flow and transport simulation code named FEFLOW
(Diersch 2009) was used. The FEFLOW software has
been successfully applied in laboratory and field-scale
applications. Some recent papers include Dokou and
Karatzas (2012), Jakovovic et al. (2011), and Peleg and
Gvirtzman (2010). The basic equations used by FEFLOW
under unsaturated–saturated conditions for flow and mass
transport are derived from the macroscopic-phase-related
conservation principals of flow, mass, momentum and
energy resulting in the following non-linear system of
equations (Diersch 2002):

So⋅s f yð Þ þ ε⋅C yð Þ� � ∂h
∂t

þ ∇⋅q ¼ Qh ð2Þ

s f yð Þ ε Rd Cð Þ ∂C
∂t

þ q ⋅ ∇ C − ∇

þ s f yð ÞεR Cð Þ∂þ Qh

� �
C ¼ s f yð ÞQc

⋅ εs f yð ÞDdIþ D
� �� ∇C
� �

ð3Þ

The preceding equations are coupled with Darcy’s law,
described by the following:

q ¼ −Kr s f
� �

K∇h ð4Þ

where:

S0 specific storage coefficient (compressibility)
ψ pressure head
sf water saturation
ε porosity
C contaminant concentration
h hydraulic head
q Darcy’s velocity
Qh lumped balance flux of fluid
Rd derivative term of retardation
Dd molecular diffusion
I unit (identity) tensor
D tensor of hydrodynamic dispersion
R retardation factor
Qc contaminant mass source/sink
Kr relative conductivity
K hydraulic conductivity tensor
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In order to solve the preceding system of equations,
constitutive relationships for the following parameters
have to be determined: moisture capacity, C(ψ), and
relative hydraulic conductivity, Kr(s

f). For this purpose,
the van Genuchten parametric model described by the
equations below was applied (Diersch 2002):

s fe ¼ 1

1þ A yj jð Þn½ �m
1

8>><
>>:

for y < 0

for y ≥ 0

ð5Þ

Kr ¼ s fe
� �1

2 1− s fe
� � 1

m

h imn o2

ð6Þ

s fe ¼ s f −s fr
s fs −s fr

ð7Þ

where:

se
f effective saturation of fluid

A, n, m van Genuchten curve-fitting parameters
sr
f residual saturation

ss
f maximum saturation

Under saturated conditions (sf=1), the non-linear
equations reduce to a linear system (Diersch 2002). The
Freundlich isotherm describing the absorption process was
chosen:

R ¼ 1 þ 1−εð Þ
ε

b1 � Cb3−1

Rd ¼ 1þ 1−εð Þ
ε

b1 � b2 � Cb2−1
ð8Þ

where:

b1, b2 0 Freundlich sorption coefficient and
exponent, respectively

The contaminant injection into the laboratory soil
column was described by a “well” boundary condition in
FEFLOW. The rate of diffusion decreases with decreasing
moisture content. A linear relationship between the
diffusion coefficient and the moisture content has been
reported by Badv and Faridfard (2005).

FEFLOW model and parameters
A conceptual model of the laboratory column was created
based on the extent of the unsaturated and saturated zones
as well as the heterogeneity of the packed medium and is

shown in Fig. 3.The unsaturated zone (extending 0.25 m
from the column surface) was partitioned into 5 layers
(layers 1–5) and the saturated zone into 9 layers (layers 6–
14). The vertical discretization of the unsaturated zone is
denser because of the nonlinearity of the governing
equations in this zone. The thickness of layers 5 and 8,
which contained strongly compacted lenses, was estimated
by observation from the geophysical images/modeling.
The geophysical column extends from layer 1 to layer 10.
The horizontal discretization of the model domain was
implemented using a triangular finite element mesh
consisting of 16,900 nodes and 29,736 elements. The
hydraulic head is held constant throughout the model. The
initial hydraulic head distribution for all layers was set to
0.75 m and a constant head of 0.75 m was applied to the
layers of the saturated zone (Layers 6–14).

Regarding the hydraulic conductivity parameter, an
estimate was available from laboratory measurements for
the saturated zone equal to 1.09 × 10–6 m/sec. For the
unsaturated zone the hydraulic conductivity value for each
layer was calculated by the model using Eq. (6). The
hydraulic conductivity of the low permeability lenses was
set 3 orders of magnitude lower than the saturated
hydraulic conductivity (Table 2). The hydraulic conduc-
tivity parameter was considered isotropic in all layers. For
the solution of the problem under unsaturated conditions,
the van Genuchten parametric model was applied using
the following parameters that correspond to sand soil
media: n=3, A=1.2, residual saturation Sr=0.12 and
maximum saturation Ss=1 (van Genuchten 1978).

A time-dependent type of mass-transport boundary was
applied in the first model layer to account for the fact that the
contaminant flux was changed during the experiment. Awell-

Fig. 3 Schematic representation of the conceptual model for
FEFLOW modeling
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type boundary condition that combines the initial concentra-
tion of the contaminant with its flux was also applied.

Olive-oil mill wastewaters contain many different
contamination components. In this study, phenols were
chosen as a typical contaminant because of their strong
toxicity and high concentration in OOMW (Moraetis et al.
2011). The specific phenols contained in this sample,
according to the chemical analysis of the OOMW sample,
are appreciably soluble in water. Based on this evidence, a
single-phase numerical model such as FEFLOW can be
used to simulate the phenol contaminant transport. The
selection of a single-phase model is also justified by the
fact that the sample density measurement (1,004.3 kg/m3

at 20 °C) is very close to that of water.
The initial phenol concentration was measured at

80 mg/l and the initial flux for the first day of the
experiment was 260 ml/h or 0.00624 m3/day. Thus, the
well-type boundary condition value was: 80 mg/
l × 0.00624 m3/day=0.5 mg/l m3/day. For the rest of the
experiment the contaminant flux was held at 697 ml/h or
0.0167 m3/day. Based on the aforementioned, the well-
type boundary condition value was: 80 mg/l × 0.0167 m3/
day=1.33 mg/l m3/day.

The values for the sorption parameters were based on
the experimental work of Fiore and Zanetti (2009) who
investigated the behavior of phenols for different soil
types and phenolic solutions at different pH values.
According to their work, for conditions similar to this
study (phenolic solution at pH close to 4), the sorption
isotherms can be accurately described by the Freudlich
model for samples that contain mostly calcite sand
(corresponding to the main porous medium in this
experiment) and a mixture of clay, silt and calcite sand
(corresponding to the low permeability lenses in this
experiment). The sorption coefficients that were calculated

in each case are b1=0.3219 and b2=1.3896 for the sand
sample and b1=0.2123 and b2=2.0581 for the low
permeability sample (lenses). The measured porosity
value was 0.24 and the storativity parameter was set at
0.2 for all model layers.

The main challenge of this modeling process was to
link the model concentrations with the geophysical
images. Because no phenol concentration measurements
were available in this study (apart from the initial
concentration) and in order for the ERT results to be used
as calibration data for the groundwater transport model, a
detection limit for the phenol concentration that corre-
sponds to the edge of the ERT plume had to be specified.
This limit was estimated during the calibration process
that was performed using a trial and error technique.
Various values for the phenol concentration limit were
tested until the optimal value of 10 mg/l was established.
This value procured the best match between the ERT data
and the model concentration results for the vertical
movement of the OOMW contaminant and is considered
large enough to be detected by the geophysical sensors,
taking into account that the initial phenol concentration in
the OOMW product was 80 mg/l.

Due to the fact that the process of diffusion is the
driving force of the movement of OOMW through the soil
column, the model calibration process was performed
simultaneously on the phenol detection limit and the
diffusion parameter. For the diffusion parameter, a range
of appropriate values for the saturated zone (5 × 10–9 –
5 × 10–6 m2/s) was obtained by Herbert et al. (1988). The
final calibrated value was 2.3 × 10–6 m2/s for the saturated
zone. For the unsaturated zone, different diffusion
parameter values were used for each layer as a result of
the calibration process. As the moisture content increases
from the top layer (layer 1) to layer 5, the diffusion

Table 2 The main parameters that were used in the FEFLOW model - calibration values

Parameters Unsaturated zone layers (1–5) Saturated zone layers (6–14)

Hydraulic conductivity, (m/s)
Sand Calculated by the model Kxx=Kyy=Kzz=1.09×10

–6

Lens Calculated by the model Kxx=Kyy=Kzz=1.09×10
–9

van Genuchten parameters
Sr (residual saturation), (cm

3/cm3) 0.12 -
Ss (maximum saturation), (cm3/cm3) 1.0 -
A (cm–1) 1.2 -
n 3 -

Mass transport boundaries (MTB)
0-1 day, (mg/l, m3/day)a 0.5 0.5
1.001–6 days, (mg/l, m3/day) 1.33 1.33

Sorption parameters
b1 (sand) 0.3219 0.3219
b1 (lens) 0.2123 0.2123
b2 (sand) 1.3896 1.3896
b2 (lens) 2.0581 2.0581

Molecular diffusion, (m2/s)
Layer 1 5.7×10–7 -
Layer 2 5.9×10–7 -
Layer 3 6.1×10–7 -
Layer 4 6.5×10–7 -
Layer 5 6.8×10–7 -
Layers 6–14 - 2.3×10–6

a Two units were used for MTB. One unit is concentration and the other the volumetric rate, which gives the mass rate of OOMW.
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parameter increases as well. The calibrated values that
were used for each layer are shown in Table 2.

Results

Crosshole resistivity tomography
The experiment started on 24 June 2011 taking several 2D/
3D (reference) data sets before the OOMW release. The 3D
crosshole resistivity tomography of the reference model
shows an average resistivity value of about 60 Ohm-m.
Additionally, two high resistivity areas with values ranging
around 90–120 Ohm-m at the depths of 23 and 40 cm were
depicted (Fig. 4). The very low resistivity (3–8 Ohm-m)
areas can be assumed as inversion artifacts since they were
found at the edges of the model.

The final resistivity tomographic models for seven different
time steps are presented in Fig. 5a–g by using the isosurfaces
presentation (resistivities between 1 and 20Ohm-m are visible).
The first 3D image (Fig. 5a) shows that 63 h after the “release
of the contaminant onto the surface (RCS)”, the contaminant
front reached the depth of 18 cm. The anomalies at the bottom
of the model can be discarded assuming that they were artifacts
(numerical instabilities) from the application of the inversion
algorithm. Figure 5b shows that the contaminant reached the
depth of 22.5 cm (73 h after RCS) and the high resistivity lens
is also confirmed by the interpretation of the 3D resistivity data.
Figure 5c shows that after 82 h the contaminant moved
downward to the depth of 27 cm moving around the high
resistive (impermeable) lens. Figure 5d,e shows the contami-
nant movement to the depth of 33 and 34 cm, respectively. It is
worth mentioning that after the contaminant passes around the
impermeable (high resistive) lens at the depth of about 23 cm, it
is unified again at the depth of 36 cm (Fig. 5f). Finally, Fig. 5g

shows that after 130 h the main body of the contaminant
(wetting front) has reached the depth of 40 cm exhibiting a
higher velocity at the center of the front, as expected.

4D time-lapsed inversion
Figure 6a–f presents the percent differences of resistivity
images after the application of 4D time-lapsed inversion.
The images show similar results with the 3D ERT
tomographic images as presented in Fig. 5a–g regarding
the movement of the OOMW front.

FEFLOW results and comparison with ERT images
For the comparison between the FEFLOW results and the
geophysical images, six characteristic time steps were chosen:
t1=8 h= 0.34 days, t2=15 h=0.625 days, t3=82 h=3.4 days,
t4=94 h=3.9 days, t5=106 h=4.4 days, t6=130 h=5.4 days
(Fig. 7). A visual comparison was performed between the
geophysical images (2D cross-section or 3D) and the 2D
concentration contour plot of the layer that the plume has
reached at each time step. For each time step, the
contaminant plume is considered to have reached a specific
model layer if the simulated phenol concentration of this
layer exceeds the limit of 10 mg/l (Fig. 8), which was
previously specified (see section FEFLOW model and
parameters) during the calibration process.

At time step t1=0.34 days, the measured contaminant
plume reached model layer 4, according to the geophysical
image. This layer was reached by the simulated contaminant
plume at a slightly earlier time (0.3 days), as depicted in
Fig. 7 (layer 4), indicating a very good fit between observed
and modeled results for this early time step.

At time step t2=0.625 days, the geophysical image
indicates that the measured contaminant plume reached
model layer 5 (lens layer) and covered the entire layers 1–4, a
fact that was confirmed by the simulationmodel although the
concentration limit was reached at a slightly earlier time in
this case as well (0.56 days), as shown in Fig. 7, layer 5.

For time step t3=3.4 days, the plume reached layer 6
according to the corresponding geophysical image. In this case,
the time indicated by the simulation model (3.46 days) was in
very good agreement to the real time (Fig. 7, layer 6).
Moreover, the 2D simulated concentration plume for layer 6
shows that the plume’s transport is hindered by the low
permeability (high resistivity) lens located in the layer directly
above it. The plumemoves around the lens in order to reach the
lower layers, as is also the case in the lab experiment, indicated
by the corresponding 3D geophysical image.

For the next time steps (t4=3.9 days, t5=4.4 days, t6=
5.4 days) the corresponding layers that the measured plume has
reached according to the geophysical images are layers 7, 8 and
9, respectively (Fig. 7). These layers are reached by the
simulated plume in somewhat later times of 4.0, 5.2 and
5.9 days, respectively.

It is observed that in the unsaturated zone, the time it
takes for the contaminant to reach the corresponding
model layer is always slightly smaller than the time

Fig. 4 3D crosshole resistivity tomography taken on 26 June
before the beginning of the experiment. Only low resistivity
isosurfaces are visible, indicating the possible presence of two high
resistive (impermeable) bodies (dashed red-line circles) at the
average depths of 23 and 40 cm (axes units are shown in meters)

Hydrogeology Journal DOI 10.1007/s10040-013-0996-x

Author's personal copy



Fig. 5 a–g Final 3D resistivity models presented as isosurfaces. 1–20 Ohm-m resistivity surfaces are visible
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indicated by the geophysical images while in the saturated
zone the exact opposite behavior is observed.

Statistical analysis
In order to quantify the accuracy of the calibration
process, a statistical analysis was performed between the
ERT times and the corresponding transport model times.
Specifically, two common statistical measures, R2 and root
mean square error (RMSE), were employed in this study.
The results show a good fit between the time data, with an
R2 equal to 0.99 and a RMSE equal to 0.41 days. This
analysis evaluates only the goodness of fit in the vertical
direction and does not take into account the horizontal

extent of the plume, because such an evaluation was not
possible and, since there was no head gradient in the soil
column, the main focus of this study was the vertical
transport of the OOWM. This leads to very good
calibration results, which might be misleading because
of various reasons that can reduce the actual model
accuracy. The calculation of the statistical parameters is
based on very few data points, the comparison is based on
visual observation, the method exhibits a significant
degree of uncertainty, and the calibration procedure
includes the trial and error technique for the determination
of the phenol concentration detection limit, which played
a catalytic role in the improvement of the calibration
result.

Fig. 6 4D time-lapsed difference inversion for 6 time steps—63 h (a),73 h (b), 82 h (c), 94 h (d), 106h (e), and 118 h (f) after the
beginning of the controlled experiment
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Sensitivity analysis of the FEFLOW model
A sensitivity analysis of the hydraulic conductivity (K),
porosity (ε) and van Genuchten parameters (A and n)
was performed in this study, in order to assess how

these input parameters affect the model output. These
specific parameters were chosen because they exhibit
the most uncertainty among the input data and each
represents a main component of the simulation model:

Fig. 7 Comparison between geophysical and FEFLOW model results for the unsaturated (layers 4 and 5) and saturated (layers 6, 7, 8 and 9) zones
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(1) van Genuchten parameters (A) (unsaturated flow
component), (2) hydraulic conductivity (flow compo-
nent) and (3) porosity (transport component).
Specifically, the objective is to study how the uncer-
tainty in these four factors affects the time that the
OOMW needs to reach each layer in the unsaturated
and saturated zones.

For this propose, reasonable perturbation percentages
(±10 and ±20 %) were applied to the calibrated parameter
values and the change in the time needed for the
OOMW to reach the corresponding layers was com-
puted. Figure 9 presents the change of the estimated
time (%), for each parameter and perturbation percent-
age. As can be concluded from this figure, for
hydraulic conductivity all the perturbation percentages
have small effect in the estimated time for each layer,
apart from layer 5 (L5) in the unsaturated zone and
layer 8 (L8) in the saturated zone, which show a
significant impact. These layers are the ones where the
low permeability lenses are located, a fact that shows
the significance of heterogeneity of a porous medium
on the transport process. Specifically, the effect is more
prominent for the positive perturbation percentages,

indicating that when the lenses become more perme-
able, the effect on the time needed to reach the
specific layer is intensified, an effect that is not as
severe when the lenses become less permeable.

For the porosity, the applied perturbation percentages
have the largest impact on the time change that reaches 20 %
in the upper layers (L4 and L5). This effect is extenuated
with depth, as can be seen in Fig. 9. In case of the other two
factors, van Genuchten parameters (A and n), the time
changes were relatively small and not greater than 0.6 % for
all layers. Thus, in this study, it is evident that porosity is the
most sensitive parameter for the FEFLOW modeling.

Discussion

Direct current resistivity (DCR) is a widely usedmethod for the
investigation of subsurface systems that generally gives
satisfactory results. However, its applicability could be limited
in large-scale field applications, especially if dealing with
highly heterogonous systems where the geology and hydraulic
conductivity distribution are not well known. If the proposed
methodology is to be applied in the field, existing boring logs

Fig. 8 Determination of the time when the simulated contaminant plume reaches layer 4 based on the 10 mg/l limit
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and pumping test results could be used in order to obtain useful
information about the geology and hydraulic conductivity of
the subsurface. This hydrogeological information could then be
used as a priori information for the 3D DC resistivity data
inversion in order to increase the accuracy of the resistivity
model of the complex study area.

Moreover, DCR results in variable saturated media
usually exhibit high uncertainty that is very difficult to
control or quantify. This fact can be related to the non-
uniqueness of the inversion of DCR data. However, in
laboratory conditions, as is the case in this study, it is
easier to control both the heterogeneity and the variable
saturation conditions of the porous medium, reducing the
uncertainty of the process.

The objective of this work was to provide an
“environmental monitoring tool” by combining geophys-
ical imaging data with transport modeling in order to
monitor contaminant migration. ERT data can provide
real-time monitoring and can be a useful tool for the
calibration of transport models providing an additional
data source, especially in cases where scarce or no point-
contaminant-concentration data are available. This can
only be accomplished though, if a link between the
transport model concentrations and the geophysical
images exists. In this work, since no actual phenol
concentration measurements were available, this link was
established by determining a detection limit for the phenol
concentration (10 mg/l) that corresponds to the edge of the
ERT plume using a trial and error technique.

The statistical analysis of the results shows a very good
agreement between the ERT times and the corresponding
transport model times. It should be noted though that this
analysis evaluates only the goodness of fit in the vertical
direction and does not take into account the horizontal extent
of the OOWM plume. In addition, the calculation of the
statistical parameters is based on very few data points and the
comparison is based on visual observation. However, there is
a small mismatch between the arrival times of the contaminant
on the ERT data and the transport simulation. This mismatch
could be attributed to the water drainage at the bottom of the
tank that might have affected the contaminant migration and
so the ERT images.

The present methodology seems to be effective in
laboratory scale; nevertheless, its transferability in the field
is a task that should be investigated thoroughly. Specifically,
as mentioned in the preceding, in order to be able to obtain
sufficient time-lapsed 3D ERT measurements, the hydraulic
conductivity of the porous media should be relatively low to
allow a small percolation rate. In addition, it was found
through the sensitivity analysis of the transport model that
the porosity is the most sensitive parameter; thus, in field
applications, accurate knowledge of this parameter is very
important but at the same time very difficult to estimate.
Based on the preceding, ERT applications are more suitable
for small field application areas with small hydraulic
gradients, a fact that concurs with the concept of this paper
which investigates point-source contamination from
OOMW that are usually found in small extents.

Fig. 9 Sensitivity analysis of the FEFLOW model
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Conclusions

This paper has focused on the combination of geophysical
imaging techniques and numerical modeling in order to
investigate the transport of OOMW in a soil laboratory column
under unsaturated–saturated conditions. Geophysical tech-
niques provide an additional data source for groundwater
model calibration, specifically in cases where sparse or no
concentration data are available.

Electrical resistivity imaging data of the plume move-
ment through the soil column were taken in specific time
steps and were used as a surrogate for contaminant
concentration measurements for the calibration of the
numerical model. The finite element flow and transport
model FEFLOW was employed for this purpose and was
calibrated using the diffusion parameter.

A statistical analysis showed a very good agreement
between the geophysical imaging data and the FEFLOW
modeling results. The results indicated that in the unsaturated
zone, the FEFLOW numerical model always reaches the
designated layer slightly earlier than the geophysical images,
while in the saturated zone the exact opposite occurs. This
mismatch could be attributed to the water drainage at the
bottom of the tank that might have affected the contaminant
migration and so the ERT images. Regarding the sensitivity
analysis results, the porosity seems to be the most sensitive
parameter for the flow and transport model.

This controlled experiment demonstrates that geophysi-
cal methods can provide valuable information for the
calibration of simulation models in small-scale field appli-
cations in cases where contaminant concentration measure-
ments are scarce and boundary conditions are well known.
Nevertheless, to increase the robustness of the aforemen-
tioned statement, it should be verified by additional
laboratory experiments under different configurations, soil
and contaminant types in order to investigate their effect on
both the resistivity data and transport modeling.
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